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IBM POWER Processor Technology Roadmap
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IBM POWER Processor Technology Roadmap: Today 0s Di

POWER10 Family
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POWER10 Design Focus

Data Plane Bandwidth, Capacity, Composability, Scale
Terabyte/second sockets, Petabyte system memory capacities, 16-socket SMP A Clusters

Powerful Enterprise Core
New Core Architecture, Flexibility, Larger caches, Reduced Latencies

End-to-end Security
Hardware enabled and co-optimized with PowerVM hypervisor

Energy Efficiency
3x improvement over POWER9

Al-Infused Core
10-20x matrix-math performance / socket compared to POWER9



POWER10 Processor Chip

Technology and Packaging:
- 602mm? 7nm Samsung (18B devices)
- 18 layer metal stack, enhanced device
- Single-chip or Dual-chip sockets

Computational Capabilities:
- Up to 15 SMT8 Cores (2 MB L2 Cache / core)
(Up to 120 simultaneous hardware threads)
- Up to 120 MB L3 cache (low latency NUCA mgmt)
- 3x energy efficiency relative to POWER9
- Enterprise thread strength optimizations
- Al and security focused ISA additions
- 2x general, 4x matrix SIMD relative to POWER9
- EA-tagged L1 cache, 4x MMU relative to POWER9

Open Memory Interface:
-16 x8 at up to 32 GT/s (1 TB/s)
- Technology agnostic support: near/main/storage tiers
- Minimal (< 10ns latency) add vs DDR direct attach

PowerAXON Interface:
-16 x8 at up to 32 GT/s (1 TB/s)
- SMP interconnect for up to 16 sockets
- OpenCAPI attach for memory, accelerators, 1/0
- Integrated clustering (memory semantics)

PCle Gen 5 Interface:
- x64 / DCM at up to 32 GT/s

Die Photo courtesy of Samsung Foundry




